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ABSTRACT

In the realm of automation systems, multi-function radars serve as essential sensory components for self-driving vehicles and airbornes.
Effective resource allocation management is crucial, requiring a high level of versatility to accomplish multiple tasks, especially, for increas-
ingly miniaturized hardware. Here, we advance a balanced protocol for detecting, positioning, and tracking moving targets in real-time. Our
protocol integrates efficient data processing methods with robust hardware. Specifically, detection signals are modulated by optical vortices
for imaging, and real time processing of the image field facilitates target positioning and tracking. Moreover, the protocol extends its utility to
serve as a topographic laser profiling system for natural landscapes, highlighting its adaptability. This adaptability and versatility well position
the proposed protocol to support a wide range of applications, spanning self-driving vehicles and aerial systems, underscoring its potential
significance across multiple platforms.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0227776

Radar systems, with their ability to detect and track objects by
transmitting electromagnetic waves and analyzing their reflections,
play an important role in various fields,1,2 including weather monitor-
ing,3,4 autonomous navigation,5 and remote sensing.6 However, the
emerging applications demand radar systems capable of simulta-
neously performing several tasks. For example, automation systems for
self-driving vehicles rely heavily on abundant detected information. A
reliable automation system should support real-time decisions and
responses, necessitating the radar systems that can synchronize multi-
ple missions, such as ranging, positioning, and speed estimation,
within a single imaging protocol. As a response to this challenge, the
concept of multi-function radar (MFR) has emerged,7 which focuses
on a primary mission while handling secondary tasks, thereby signifi-
cantly enhancing the value of the obtained information.

To meet multiple requirements, the effective management of lim-
ited radar resources to accomplish multiple tasks of scheduling time,
energy, and computational resources for each task presents the pri-
mary challenge in multi-function radar system design.8 Various
resource management schemes have been explored to enhance the per-
formance of MFR for different tasks. Hardware-based schemes can

provide services for both aircraft and weather surveillance,3,9 and can
also perform single target tracking and classification.10 Furthermore,
protocols involving data processing algorithms can handle multiple
target tracking,11 people counting and motion recognition,12 as well as
the detection and tracking of pedestrians and vehicles.13 Although
hardware-based resource management demonstrates robust perfor-
mance and efficiency, integrating new hardware components with the
existing systems can be complex, time-consuming, and costly.14

However, signal processing methods optimize the use of resources and
offer flexibility in various scenarios with crucial adaptability, particu-
larly for the gradually integrating miniaturized radars.15 Therefore,
considering the balance of these aspects for innovative management, a
compromise scheme that incorporates the benefits of both hardware-
based and signal processing methods is required.

During this decade, advancements in radar technology have been
primarily driven by a compromise technology, the signal modulation
for subsequent detection. One remarkable development is the incorpo-
ration of orbital angular momentum (OAM) of light into radar sys-
tems, where OAM arises due to a helical wavefront expðilhÞ of the
optical field.16 By using electromagnetic wave modulated by OAM, the
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radar system can significantly improve image resolution and collect
more information about the target,17,18 even in low signal-to-noise
ratio (SNR) environments.19 Additionally, research reports indicate
that OAM carries great promise for estimating target velocities20 and
enabling three-dimensional (3D) imaging.21 Simultaneously, investiga-
tions into data processing algorithms for vortex radar are ongoing.22

These advancements exemplify transformative potential of OAM in
MFR systems.

In this work, we introduce a task management protocol for MFR
by combining phase-array vortex modulation and laser radar technol-
ogies. We employ an optical vortex array for signal detection and an
appropriate data processing approach to synchronize imaging, posi-
tioning, and velocity estimation. Our study presents a comprehensive
imaging scheme for two-dimensional (2D) targets, demonstrating how
Poynting vector flow and power calculations of the total image field
facilitate the determination of azimuth and radial position of the target.
Furthermore, we extend the proposed protocol to include topographic
applications by developing an imaging scenario for 3D targets. These
findings illustrate the capacity of our protocol for hardware-based
management and data processing that widen the scope of MFR system
applications.

We sketch the vortex MFR geometry and schematic diagram of
our protocol in Fig. 1. The source field E0ðr0Þ of the radar is emitted
into free space and reaches the target plane after free-space propaga-
tion. The electrical field EðrÞ arriving at the target plane can be
expressed, in the paraxial approximation, by the Fresnel integral

E rð Þ /
ð
dr0 E0 r0ð Þexp ik r� r0ð Þ2

2z

" #
: (1)

The source field in our protocol is generated by a vortex beam
array. We produce the array from an input Gaussian laser beam illu-
minating a phased-modulation element, such as a spatial light modula-
tor (SLM), say, loaded with a customized set of holograms. We assume
that the coordinates of a point r0 in the SLM plane are represented by
ðx0; y0Þ. To generate the source field E0ðx0; y0Þ, we endow the field of
the input Gaussian beam with the phase

XN
n¼1

exp � ik
f

xnx
0 þ yny

0� �� �
exp ilh0ð Þ: (2)

Here, N is the total number of identical optical vortices (OV) with the
topological charge l composing the array. All vortices are located at the
vertices of a regular N-sided polygon inscribed into a circle of radius
rn. The center of the circle marks the array center with Cartesian coor-
dinates ðxc; ycÞ. The nth OV within the array is situated at the point
with coordinates xn ¼ rn cos hn þ xc and yn ¼ rn sin hn þ yc, where
hn ¼ 2pn=N . We sketch the vortex array geometry in Fig. 2(a). The
gauge transformation of Eq. (2) allows us to shift the overall array or
individual vortices within the array via phase modulation realized with
the aid of a thin lens of focal length f.

The monostatic radar operates as follows. First the source field,
having reached the target, is reflected back to the source/receiver along
a straight-line path. The reflected field ErðqÞ registered by the receiver
then reads

Er qð Þ /
ð
dr E rð ÞO rð Þexp ik q� rð Þ2

2z

� �
; (3)

where OðrÞ is an aperture function of the target. Second, we obtain the
image field Eimðq0Þ via a Fourier transformation of the received one
using the lens of focal length f as23

Eim q0ð Þ /
ð
dq Er qð Þexp �ikq � q0

f

� �
: (4)

To showcase the performance of our protocol, we present several
recovered images of variable texture, complexity, and grayscale range,
including the logo of Dalhousie and two standard test images:
Happyfish and Cameraman. We model these grayscale images (from 0
to 255) as 2D targets OðrÞ with normalized gray levels used as reflec-
tion coefficient indicators. Hereafter, we consider vortex arrays com-
prised of nine OVs with l ¼ 2, placed on the ring of radius rn ¼ 4:5
mm. Furthermore, we first assume an ideal scenario whereby the radar
precisely locks onto the target, so that the center of the vortex array is
perfectly aligned with the target center. The target is located 1500 m
away from the source. By utilizing Eqs. (1)–(4), we display the target
images in Fig. 2(b). Good resemblance between the objects and images
points to excellent accuracy of our MFR protocol in this idealized
situation.

In general, however, the array and target centers are misaligned,
resulting in poor image quality and scarce resemblance of the image to
the target, especially for moving targets. Hence, precise target position
acquisition, which must incorporate accurate orientation information,
is crucial to achieve optimal imaging results. The MFR is expected toFIG. 1. Concept (a) and protocol schematics (b) of vortex MFR.
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extract additional implicit information from the image plane, which
can effectively guide the system to accurately track a moving target, at
least, as far as providing azimuth or radial references for the subse-
quent detection procedure is concerned. To realize this idea within our
MFR, we carried out further simulations.

The target position acquisition procedure involves extracting
information about a relative position of the array and target centers.
To this end, we start by setting up our polar coordinate system in the
target plane, with the array center serving as the origin. The target cen-
ter, marked by a red solid point, is located at a point with the radius
vector r ¼ ðr; hÞ [see Fig. 3(a)]. Adjusting ðr; hÞ, we can control the
relative position of the two centers, thereby enabling target movement
tracking. The target acquisition process entails detecting the azimuthal
angles [Fig. 3(b)] and radial distances [Fig. 3(c)] of the relative position
vector. Our primary goal is to determine h of the target center relative
to x-axis. As depicted in Fig. 3(b), we evaluate misalignment for seven
different angles separated by the same interval of p=4 at a fixed relative
radius of r ¼ 16m. Repeating the tracking protocol yields the results
shown in Figs. 4(b)–4(h). For better comparison, we also display the
“perfect” case with the aligned array and target centers in Fig. 4(a). As
anticipated, due to the source–target misalignment, we can observe
image distortions, which are related to azimuthal misalignment. These
results further highlight the importance of optimal array positioning to
attain optimal image quality. To obtain the azimuth direction of the
relative position of the target relative to the array center, we evaluate
the Poynting vector of the imaged electromagnetic field.16 The former
yields us the direction of electromagnetic energy flow and is defined as

~S? ¼ i
4g0k

ðEim~r?E�
im � E�

im
~r?EimÞ. We exhibit the transverse power

flow distributions for each case in Figs. 4(b)–4(h) by the arrows. We
can infer from the figure that the power flow direction is affected by
the relative azimuth, indicating that the flow distribution determines
the azimuth direction, which facilitates target tracking. For instance,
when the target center is located at (16 m, p=4), the energy flow direc-
tion aligns with the angle the target center makes with x-axis [see
Fig. 4(c)]. In the perfect alignment situation, however, a perfect image
can be acquired, which is characterized by a nearly isotropic energy
flow [see Fig. 4(a)].

In addition, we aim to determine the radial distance r between
the target and array centers. As is illustrated in Fig. 3(c), we consider
six cases featuring three different radii (r ¼ 9:5, 12.7, 16.2m) across
two azimuthal directions, 0 and 2p=3. We display the corresponding
images and the corresponding transverse power flow distributions
(indicated by arrows) in Fig. 5. Figures 5(a)–5(f) support the earlier
conclusions regarding the role of the source–target azimuth for correct
target acquisition. However, the flow distribution in the case of par-
tially recovered images only specifies the azimuth direction and does
not provide any valid information about the radial position of the tar-
get. Therefore, to determine the distance to the target, we work out the
total power carried by the image field as P ¼ Ð

dq0Eimðq0Þ. To study
the dependence of the total power P on relative distance r further, we
examine the total power as a function of the radial distance between
the centers for two azimuth directions, 0 and 2p=3, and display it in
panels (g) and (h) of Fig. 5. It follows that as the source–target distance
gradually increases, so does the total power, although the power

FIG. 2. Geometry of the vortex array (a)
and recovered images (b).

FIG. 3. Target acquisition of the proposed
vortex MFR (a) with variable azimuth (b)
and relative radial position of the array
and target centers (c).
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growth is non-uniform across different radii. Moreover, a comparison
of the two panels indicates that the power growth is affected by the azi-
muth. In the short distance range (0–15 m), the power flow slightly
increases with the distance and only marginally depends on the
azimuth. As the radial distance between the centers reaches the range
15–20 m, the power growth rate difference in the two directions
becomes noticeable. This observation highlights a nuanced interplay
between the azimuth direction and the power evolution as a function
of the radial separation distance. Ultimately, this dependence ascer-
tains the magnitude of the radial separation between the target and
array centers, allowing the radar system to accurately locate the target
during each scan.

To summarize, we can complete the target acquisition process in
two consecutive steps. First, we determine the azimuth of the target by
evaluating the Poynting vector flow. Second, we elucidate the corre-
sponding radial distance from the array to the target center by analyz-
ing the total power associated with said azimuth. Consequently, we
can extract the crucial target orientation information through the anal-
ysis of the power distribution of the received field. Moreover, we can
also estimate the velocity of a moving target. By comparing the power
curves of two consecutive scans, we can infer the distance the target
has traveled between the scans, thereby estimating its velocity.
Subsequently, integrating the target’s position with its velocity
allows us to forecast its future motion path. We can then use the
acquired information to adjust the array center in real time to have the
radar lock onto the moving target, thereby ensuring continuous
tracking.

Our simulations indicate that the peak intensity of the 2D image
field is moderately influenced by the distance to the target. We can
then acquire a 3D image by figuring out the distance to each point on
the target surface and accumulating these distance measurements to
construct a point cloud representation of the target [as depicted in
Fig. 6(a)]. Notably, laser radar systems have the capability to directly
assess the landscape while circumnavigating geometric distortion
issues.24,25 In this connection, one might wonder whether the
proposed MFR protocol is capable of 3D imaging and sensing.
Hence, we explore the potential of our protocol for topographic laser
profiling.

To this end, we exhibit a 3D landscape in Fig. 6(a), together with
the results of its reconstruction within our protocol. We assume,
for simplicity, that the reflectivity index of the mountain surface is
unity, Oðx; yÞ ¼ 1. As is seen in Fig. 6(b), we denote the height at the
point in the ith column and jth row of a matrix representation ðxi; yjÞ
of the target surface by hij and place a light source a distance d above
the ground. Furthermore, we denote the detection distance from the
source to each point by zij. We can then write down the electrical field
Eðxi; yjÞ at each point on the terrain surface in terms of the Fresnel
integral as

E xi; yjð Þ /
ð
dr0E0ðr0Þ exp

ik ðxi � x0Þ2 þ ðyj � y0Þ2
h i

2zij

8<
:

9=
;: (5)

The field of the echo signal at the receiver then reads

FIG. 4. Recovered image and the corre-
sponding transverse power flow distribu-
tions for a variable azimuth.

FIG. 5. Recovered images and the corresponding transverse power flow distribu-
tions for a variable array-target separation distance 9.5, 12.7, 16.2 m in directions
corresponding to the angles 0 (a)–(c) and 2p=3 (d)–(f). Power curves vs the sepa-
ration distance r for azimuthal directions 0 (g) and 2p=3 (h), respectively.
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Erðni; gjÞ /
ð
drE rð ÞOðrÞ exp ik ðni � xÞ2

� 	
2zij

( )

� exp
ik ðgj � yÞ2
h i

2zij

8<
:

9=
;: (6)

By utilizing Eqs. (5) and (6), we map the terrain features of two
modeled target landscapes as displayed in Fig. 6(c). The two examples
we provide have different terrain distributions and altitude maxima. In
the left column, the source is located at a distance d ¼ 3270m,
whereas in the right one, it is placed d ¼ 3570m away from the
ground. The comparison of the target and image landscapes reveals
that the generated 2D contour patterns derived from the point clouds
closely match the visual depiction of the terrains in 2D view. The simi-
larity between the reconstructed patterns and the actual landscapes
highlights the efficacy of our protocol in translating point cloud data
into meaningful 2D landscape representations. On comparing the two
columns of Fig. 6(c), we observe that the maximum image intensity is
indeed related to the altitude range of the original target. These results
underscore the versatility and adaptability of our protocol, indicating
its potential to address a wider range of scenarios beyond the current
context.

In conclusion, we have introduced and illustrated a protocol real-
izing a multi-function radar employing an optical vortex array. Our
protocol integrates the benefits of both hardware-based management
and signal processing methods to enable potentially flexible deploy-
ment in miniaturized hardware configurations. Furthermore, our pro-
tocol manifests a high level of versatility, enabling multiple functions

such as imaging as well as moving target tracking and identification.
Moreover, the protocol utility extends to topographic laser profiling
for comprehensive evaluation of 3D landscapes, further highlighting
its remarkable adaptability. The versatility and adaptability of our pro-
tocol carry promise for even further extensions to such sophisticated,
cutting edge applications as self-driving vehicles. Currently, our proto-
col is limited by its inability to obtain highly accurate angle measure-
ments, providing only an approximate azimuth. We conjecture that
optimizing signal sampling enables us to overcome this obstacle in the
future, thereby further enhancing the protocol capacity and, by impli-
cation, its attractiveness for multiple applications.
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